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Abstract—Increasing the size of operational workspace is one of the main problems parallel robots are faced with. Among all the proposed solutions to that, crossing Type 2 singularities using dedicated trajectory generation and multi-model controller has a great potential. Yet, this approach is not sufficient for the robot to operate autonomously, as assembly mode detection during the motion currently requires additional redundant information.

To tackle this problem, we propose an algorithm based on Interval Analysis (IA) that is able to track the end-effector of the robot even under assembly mode change. IA-based solvers for the forward kinematic problem of parallel robots are well known, but they cannot be used under assembly mode change. Compared to those classical approaches, the major modification introduced is the tracking of end-effector velocity in addition to its pose. Using this new information of velocity, the algorithm is capable to monitor the assembly mode change of the robot happening when the singularities are crossed. The behavior and the reliability of this algorithm are analyzed experimentally on a five-bar planar parallel mechanism.

I. INTRODUCTION

It is acknowledged that parallel manipulators have advantages in terms of rigidity, cycle time and payload-to-weight ratio over their serial counterparts. Yet, their workspace is usually split into several assembly modes separated by Type 2 (or parallel) singularities [1][2]. These are difficult to deal with as one (or more) manipulator’s degree of freedom becomes uncontrollable. Assembly modes separated by Type 2 singularities cannot be interconnected to each other using classical control algorithms, resulting in a decrease in the size of the operational workspace.

Therefore, approaches leading to operational workspace enlargement have been developed, such as:

- Optimal design of parallel manipulators to maximize the size of the operational workspace [3] or to eliminate Type 2 singularities [4][5]
- Redundantly actuated robots [6][7], which is a costly solution or robots with variable actuation modes [8][9]
- Assembly mode changing trajectories based on cusp points detection [10]
- Dedicated trajectory generation and control to cross directly the singularity locus [11][12]

The latter approach seems more versatile to us, as it can be generalized to any type of parallel robot. It emerged with the discovery of a physical criterion allowing the non-degeneracy of the manipulator’s dynamic model in Type 2 singular configurations [11]. Using this criterion, trajectory planners and dedicated multi-model Computed Torque Control schemes [13][14] have been developed and tested, proving their efficiency in most cases. Nevertheless, unavoidable tracking errors with respect to this desired trajectory can have a strong impact in the vicinity of the singularity, up to missing the assembly mode change. Hence monitoring the assembly mode during the robot motion is needed.

Methods to detect the assembly mode of a robot have already been investigated. The introduction of measurement redundancy (using passive instrumented legs or encoders in passive joints) allows to achieve it, but the placement of encoders needs to be chosen carefully [15]. External measurement with vision, either to monitor directly the pose of the platform [16] or the orientation of the legs of the mechanism [17], has also been investigated. Both of those approaches come at an extra cost and might be difficult to integrate in an industrial environment.

An interesting alternative is based on interval analysis. IA is a field of mathematics that treats variables as intervals, meaning that the variable’s value must lie between the lower bound and the upper bound of the interval [18]. Thus, it can be very useful for reliable computations in bounded error context. Numerous applications of IA can be found in robotics [19] and control, such as mobile robot localization [20][21], robot kinematic calibration [22], robust control [23], positioning precision analysis and synthesis [24][25]. In parallel robotics in particular, methods to compute the aspects of the workspace have been discovered [26][27].

Merlet has applied IA to solve the Forward Kinematic (FK) problem of a Gough-Stewart platform [28], using the equations of the inverse kinematics and a start point. Thanks to constraint propagation techniques, his algorithm showed ability to distinguish the different solutions of FK problem even when the platform is close to Type 2 singularities. Such a technique, which is time-efficient and does not require additional sensors, is highly interesting in an industrial context. Yet it has to be adapted to assembly mode changing detection, as it does not handle it: if the robot reaches a Type 2 singularity and exits it, the algorithm will compute enclosures of the pose that diverge, and therefore will not be able to state in which assembly mode it exited [28].

Hence, our goal is to provide an IA-based algorithm that is able to track the assembly mode of a robot attempting to cross Type 2 singularities.
Notations: In the following, bracketed symbols are used to denote interval enclosures of the corresponding quantities. For instance, a scalar $a \in \mathbb{R}$ can be enclosed by the interval $[a] = [a, \overline{a}] \in \mathbb{R}$ such as $a \leq a \leq \overline{a}$, where $\mathbb{R}$ is the set of scalar real intervals. An interval vector is the cartesian product of the scalar interval of each component. For instance, a vector $p = (p_1 \cdots p_n)^T \in \mathbb{R}^n$ admits a bracketing $[p] = [p_1, \overline{p_1}] \times \cdots \times [p_n, \overline{p_n}] \in \mathbb{R}^n$. This explains why a vector of intervals is generally called a box.

II. Pose and velocity tracking algorithm

A. Kinematic modelling of parallel mechanisms

This section aims to briefly recall the kinematic equations of a parallel manipulator with $n$ degrees of freedom and driven by $n$ actuators. The position and the speed of the manipulator can be fully described using:

- $q$ and $\dot{q}$ that represent respectively the vector of active joints variables and active joints velocities,
- $\mathbf{x}$ and $\dot{x}$ that are the end-effector pose parameters and their derivatives with respect to time, respectively.

In the following, the sampling time is $t_s$ with time step $k$, while $\mathbf{x}_k = \mathbf{x}(kt_s)$, $\dot{\mathbf{x}}_k = \dot{\mathbf{x}}(kt_s)$, $q_k = q(kt_s)$ and $\dot{q}_k = \dot{q}(kt_s)$.

The loop-closure equation of the mechanism can then be written as [29]:

$$
\mathbf{f}(\mathbf{x}, q, \xi) = 0
$$

(1)

where $\xi$ is the vector of geometrical parameters. The first-order kinematic equation is:

$$
\mathbf{J}_x(\mathbf{x}, q, \xi) \dot{x} + \mathbf{J}_q(\mathbf{x}, q, \xi) \dot{q} = 0
$$

(2)

where $\mathbf{J}_x$ and $\mathbf{J}_q$ are the $(n \times n)$ Jacobian matrices of the robot.

B. Outline of the algorithm

Tracking the pose given joint values information $\dot{q}_k$ is usually done by solving (1) using a local solver, usually a Newton method, and the previous pose as initial condition. This is however unreliable, especially near singularities (See [29], chapter 4). IA gives rise to a reliable variant of this tracking process [28]: Given an enclosure $[\mathbf{q}]_k$ on the joint coordinates at step $k$, one can compute an enclosure $[\mathbf{x}]_k$ of the pose solving (1) with an IA-based solver. Merlet [28] also proposed to use the previous pose enclosure $[\mathbf{x}]_{k-1}$ and an upper bound on the speed of the end-effector, given here under the form of an enclosure of all possible speed vectors $[\mathbf{v}_{\text{max}}] \in \mathbb{IR}^n$, to obtain an initial domain $[\mathbf{x}]_k$ for the IA-based solver:

$$
\mathbf{x}_k = \mathbf{x}_{k-1} + \int_{0}^{t_s} \mathbf{a}(t) \, dt \in [\mathbf{x}]_{k-1} + t_s[\mathbf{a}_{\text{max}}] = : [\mathbf{x}]_k.
$$

(3)

This initial domain drastically simplifies and speeds up the solving process, since it is usually quite small and contains only the solution corresponding to the tracked trajectory. As mentioned in the previous section, this IA-based tracking process fails and computes divergent enclosures in the vicinity of singularities [28].

We propose here to extend this IA-based tracking process by tracking the end-effector velocity in addition to its pose. Using the end-effector velocity information, we might be able to tell in which assembly mode the robot has exited the singularity. For instance, imagine that the robot’s end-effector follows a path intersecting a Type 2 singularity; it may cross the singularity or “bounce” on it. If we add the information that the speed along this path did not change its sign during the whole transfer, it is obvious that the robot did cross the singularity. This is the type of information that we need to create within our algorithm.

An example is shown on Fig. 1. With the knowledge that the end-effector only had negative velocity along the $Y$-axis, the only feasible final configuration is $f_2$.

The end-effector speed is tracked similarly to its pose. An initial domain for the end-effector velocity at step $k$ is computed using the enclosure at step $k-1$ and a given maximal acceleration $[a_{\text{max}}] \in \mathbb{IR}^n$:

$$
\dot{\mathbf{x}}_k = \dot{\mathbf{x}}_{k-1} + \int_{0}^{t_s} \mathbf{a}(t) \, dt \in [\dot{\mathbf{x}}]_{k-1} + t_s[a_{\text{max}}] = : [\dot{\mathbf{x}}]_k.
$$

(4)

This enclosure can be safely intersected with $[\mathbf{v}_{\text{max}}]$. Then using an enclosure $[\dot{\mathbf{q}}]_k$ of the joint velocity, this initial domain is sharpened by solving (2) using an IA-based solver. In fact, this velocity enclosure can be used to improve the initial pose enclosure (3): Since $0 \in [a_{\text{max}}]$ we have $t_s[a_{\text{max}}] = [0, t_s][a_{\text{max}}]$, and therefore for all $t \in [(k-1)t_s, kt_s]$

$$
\dot{x}(t) = \dot{x}_{k-1} + \int_{0}^{t} \mathbf{v}(t) \, dt \in [\dot{x}]_{k-1} + [0, t_s][a_{\text{max}}] = : [\dot{x}]_k,
$$

(5)

i.e., the end-effector velocity enclosure (4) at time $kt_s$ is actually an enclosure of the velocity for all $t \in [(k-1)t_s, kt_s]$. As a consequence, (3) can be improved as follows:

$$
[\mathbf{x}]_k := [\mathbf{x}]_{k-1} + t_s[\mathbf{x}]_k.
$$

(6)

As previously, the solver will fail sharpening the initial end-effector pose and velocity domains in the vicinity of singularities, since the matrix $\mathbf{J}_x$ in (2) is ill-conditioned. Thus, in such configurations, the maximal acceleration is the
only information that can be used to enclose the end-effector velocity. It follows from (4) that the width of its enclosure will grow approximately as $k t_0 \|a_{\text{max}}\|$. Despite its constant growth, it is expected that the velocity enclosure will give enough information to remove all the parasite solutions to the FK problem, thus allowing to detect the current assembly mode. For instance, in the situation of Figure 1, the end-effector velocity enclosure can remain negative in spite of its constant growth during the singularity crossing provided that the speed is high enough.

\section{C. Description of the algorithm}

Algorithm 1 provides the pseudo-code of the end-effector pose and velocity tracking algorithm. The procedure \texttt{read} reads measurement of the joint coordinate and velocity (the latter being usually approximated using possibly filtered finite differences). It returns true in case of successful acquisition, false otherwise when the motion is finished. The procedure \texttt{contract} uses standard IA-based algorithms (numerical constraint propagation, including the interval Newton and the interval Gauss-Seidel operators [18], the forward-backward contractor [30], etc.) in order to contract the domains $[x]_0$ and $[\dot{x}]_0$ subject to the given constraints. The domains $[\xi]_k$, $[e_q]$ and $[e_q]$ are considered as parameters of the constraint system and are not contracted.

The inputs of the algorithm are:

- The kinematic model $f$, from which are computed the derivatives $J_i$ and $J_q$. These expressions are suitable to perform interval evaluations and numerical constraint programming.
- Interval enclosures $[x]_0$ and $[\dot{x}]_0$ of the initial end-effector pose and velocity.
- Upper bounds on the end-effector velocity and acceleration given under the form of interval enclosures $[v_{\text{max}}]$ and $[a_{\text{max}}]$ of all possible end-effector velocity and acceleration vectors.
- An enclosure $[\xi]$ of the geometric parameters.
- The joint and joint velocity measurement error bounds $[e_q]$ and $[e_q]$, given under the form of intervals which contain all possible errors.
- The sampling time $t_s$.

Provided that the initial enclosure and the bounds involved in the algorithm are valid, the IA-based constraint solving process ensures that the true end-effector pose and velocity are enclosed correctly for all times. The next section discusses in detail the DexTAR parallel robot, its model and the bounds that will be used in the experiments.

\section{III. Case Study: Assembly Mode Change of a Five-Bar Robot}

\subsection{A. Robot kinematic analysis}

For the purpose of the experiments, a five-bar planar parallel robot is used: the DexTAR, manufactured by the company Mecademic. The design of the robot is described in [3]. A picture of the robot and a scheme are presented in Fig. 2. It exhibits the two joint inputs $q_1$, $q_2$ (corresponding to motors located at $A_1$, $A_2$) and the seven geometrical parameters taken into account: five lengths $\ell_{11}$, $\ell_{21}$, $\ell_{12}$, $\ell_{22}$, $d$ and two angular offsets $\delta_1$, $\delta_2$. The output is the motion of the end-effector $E$, described by the pose $x = (x y)^T$ and the velocity $\dot{x} = (\dot{x} y)^T$.

The system of equations for geometric loop closure (1) is given by, for $i = 1, 2$:

$$f_i = (x \pm \frac{d}{2} - \ell_{1i} \cos(q_{1i}))^2 + (y - \ell_{1i} \sin(q_{1i}))^2 - \ell_{2i}^2 = 0.$$  (7)

Enclosures $[\xi]$ of the values of the geometrical parameters $\xi$ are obtained through calibration procedure. It is performed using a Leica AT901 laser tracker. The adapted DETMAX algorithm described in [31] gave the 50 optimal poses to be used for calibration. Using a least-square routine [32], estimated values $\hat{\xi}_i$ were obtained for parameters. Under the assumption that the measurement noise is white and that the identification matrix is deterministic, an estimate $\hat{\sigma}_i$ of the standard deviation of each parameter was also computed.

\begin{table}[h]
\caption{Geometrical parameters values}
\begin{tabular}{|c|c|c|}
\hline
$\xi$ & unit & $[\xi]$ & nominal \\
\hline
$\ell_{11}$ mm & [89.832, 89.995] & 90 & \\
$\ell_{21}$ mm & [89.929, 90.115] & 90 & \\
$\ell_{12}$ mm & [89.899, 90.050] & 90 & \\
$\ell_{22}$ mm & [89.877, 90.084] & 90 & \\
$d$ mm & [117.843, 118.107] & 118 & \\
$\delta_1$ rad & [-0.004, 0.004] & 0 & \\
$\delta_2$ rad & [-0.004, 0.004] & 0 & \\
\hline
\end{tabular}
\end{table}
For every parameter \( \xi_i \), the interval \( [\xi_i]_0 = \{\xi_i - 5\delta_i, \xi_i + 5\delta_i\} \) was consequently set. Nominal values and parameter intervals are presented in Table I.

Daney remarked that such a result can be rigorously verified by using a purely geometric IA-based solver [33]. If the interval \( [\xi_i]_0 \) are valid, it is ensured that the enclosure \([\hat{x}] = (\xi - 5\delta, \xi + 5\delta)\) computed by (1) cannot be equal to the empty set at any point of the trajectory. Sweeping the whole workspace (singularity locus included), we verified it was never the case in our application, thus validating the presented results.

Determining the bounds \([v_{\text{max}}]\) and \([a_{\text{max}}]\) is by far the most challenging problem in relation with our algorithm. To the best of our knowledge, no method exist to determine the full-cycle maximum values of end-effector velocity and acceleration for parallel mechanisms, as the problem degenerates in Type 2 singular configurations. For our experimentations, the real value of end-effector acceleration norm \(|\ddot{x}|_{\text{max}}\) may be deduced. The maximal acceleration undergone by the robot’s end-effector must be monitored using an inertial unit, so that an upper bound for the real value of end-effector acceleration norm \(|\ddot{x}|_{\text{max}}\) is determined.

Fig. 4 explains it: It displays the enclosure of the end-effector position enclosures \( [x]_k \). When approaching the singularity, the enclosures tend to become loose. For a short time after the crossing, the enclosures \( [x]_k \) contains both solutions to the FK problem. Afterwards, the width of the boxes shrink rapidly due to an efficient contraction of the IA-based solver and the new assembly mode change is detected.

The fact that the assembly mode is detected can be explained from velocity information, as said in section II. Fig. 4 explains it: It displays the enclosure of the end-effector velocity \( \dot{y} \) along the Y-axis, and its integral

\[
\Delta y(k) = \int_{t_k}^{t_{k+1}} \dot{y}(t) \, dt
\]

where \( k_1 = 12000 \) is the time step when the crossing trajectory begins. \( \Delta y \) represents the displacement that is undergone by the end-effector. The figure shows that at time step \( k = 12103 \), when the pose boxes shrink, the real displacement value lies in \( \Delta y(k) = [-205.4, -57.0] \) (mm). This allows to eliminate the possible FK solution corresponding to assembly mode 1, whose estimated displacement is only \(-31.3\) mm using nominal values for \( \xi \).

IV. EXPERIMENTS

A. Tracking Algorithm Implementation

The algorithm is implemented in C++ language and compiled using MinGW. The program uses the IBEX library [35] to perform interval computations. Experiments were carried out on a quad-core Intel i7 processor at 2.40 GHz.

Contractors are also implemented by IBEX. (7) is solved using the composition \( C_f \) of a Newton iteration [36] (CtcNewton) and a Forward-Backward contractor (CtcFwdBwd) based on HC4revise algorithm [30]. The velocity equation is implemented through symbolic differentiation of (7), and related contractor \( C_f \) is obtained through an interval Gauss-Seidel method (See [18], Chapter 7). \( C_f \) and \( C_f \) are composed and iterated using CtcFixPoint contractor. Experiments proved those choices to be simple and time-efficient: more advanced algorithms as Acid or shaving operators did not improve the contraction.

B. Algorithm Behaviour

The first experiment consists in tracking a straight trajectory. It gives a good insight on the way the algorithm operates.

In this experiment, the desired trajectory crossing Type 2 singularity locus is directed along negative Y-axis of the plane represented in Fig. 2. Fig. 3 shows the end-effector pose enclosures \( [x]\). When approaching the singularity locus, the enclosures tend to become loose. For a short time after the crossing, the enclosures \( [x]\) contains both solutions to the FK problem. Afterwards, the width of the boxes shrink rapidly due to an efficient contraction of the IA-based solver and the new assembly mode change is detected.

The first experiment consists in tracking a straight trajectory. It gives a good insight on the way the algorithm operates.

In this experiment, the desired trajectory crossing Type 2 singularity locus is directed along negative Y-axis of the plane represented in Fig. 2. Fig. 3 shows the end-effector pose enclosures \( [x]\). When approaching the singularity locus, the enclosures tend to become loose. For a short time after the crossing, the enclosures \( [x]\) contains both solutions to the FK problem. Afterwards, the width of the boxes shrink rapidly due to an efficient contraction of the IA-based solver and the new assembly mode change is detected.

The fact that the assembly mode is detected can be explained from velocity information, as said in section II. Fig. 4 explains it: It displays the enclosure of the end-effector velocity \( \dot{y} \) along the Y-axis, and its integral

\[
\Delta y(k) = \int_{t_k}^{t_{k+1}} \dot{y}(t) \, dt
\]

where \( k_1 = 12000 \) is the time step when the crossing trajectory begins. \( \Delta y \) represents the displacement that is undergone by the end-effector. The figure shows that at time step \( k = 12103 \), when the pose boxes shrink, the real displacement value lies in \( \Delta y(k) = [-205.4, -57.0] \) (mm). This allows to eliminate the possible FK solution corresponding to assembly mode 1, whose estimated displacement is only \(-31.3\) mm using nominal values for \( \xi \).

Fig. 5 shows the sizes of each interval during the crossing phase. It can be seen that all intervals grow before and right after the crossing. Still, a contraction occurs when the singularity is crossed, and the intervals locally shrink, most notably the interval \( [x]\). The explanation is geometrical: in a singular configuration, the distal elements 12 and 22 are fully stretched along the x-axis, thus the interval on
this coordinate gets tiny. The shrinking on other intervals arises from the couplings during the contraction phase, as the tightened interval $[x]$ is used to contract the others. After some time, a sudden decrease in interval widths is observed: this corresponds to the moment when the algorithm has found the right solution to the FK problem.

Out of 20 tries, the average execution time of the algorithm is 5.97 s for a 6.66 second long trajectory, on an off-line implementation. This execution time is encouraging for a real-time application.

C. Algorithm operating range

When a singularity is crossed successfully by the robot, there are two outputs possible for the algorithm: either it states that the assembly mode has changed, or it cannot state on the assembly mode. Of course, the second case does not give useful information on the behavior of the manipulator. During the tests, it has been observed that the algorithm often falls into the second case when playing slower trajectories.

To prove this, several trajectories are created and played by the robot. They all follow the same path as in the previous experiment and they all succeed in crossing the Type 2 singularity. However, their respective desired velocity at singularity $v_{\text{sing}}$ differs. The outputs for our experiment are the maximal widths of $[x]$ and $[\dot{x}]$ along the whole trajectory, respectively denoted by $m_x$ and $m_\dot{x}$. They are shown in Table II. It is also mentioned if the algorithm was able to detect the change in assembly mode.

Results show that the faster the trajectory, the tighter the intervals, both for pose and velocity. It also tends to confirm the point that was made to conclude Section II-B: Faster trajectories are more likely to get their assembly mode change detected. The explanation is that at slow crossing speeds, more time is spent around the singularity, where the algorithm is unable to contract the intervals. Thus, $[x]$ grows at the rate $kt\|a_{\text{max}}\|$ so that $[\Delta y]$ contains both solutions to FK problem, making it impossible to conclude on the assembly mode like it was done in section IV-B.

The behaviour of the algorithm has to be explained in the case where the new assembly mode is never detected. The result for the slowest trajectory is plotted on Fig. 6. It confirms that the boxes $[x]$ grow up to the geometrical limits of the five-bar mechanism, always enclosing the two different solutions to the direct geometric problem. Boxes $[\dot{x}]$ are not shown for concision matters, but they follow a simple behaviour in that case: they grow up to infinity at the rate $a_{\text{max}}$, since no contraction is occurring anymore.

D. Reliability and eventual false positives

It was already mentioned that using valid bracketings for all the parameters, the algorithm should give reliable enclosures on $x$ and $\dot{x}$. Two cases have been observed: either the enclosure only contains one solution to the FGM, or it contains both. The goal of this experiment is to prove that the enclosures remain reliable even in a case of failed crossing trajectory.

We define as false positive the fact that the algorithm states that a crossing attempt succeeded whereas it failed in reality. This is the worst situation that can exist, as the supervision of the robot will wrongly think that the robot is operating normally. To test this, we add an overconstraint on the torque output of the control scheme, despite using a trajectory that respects the crossing criterion. It results in an unsuccessful crossing attempt where the end-effector of the robot appears to bounce on the singularity locus.

The result is presented on Fig. 7, where the robot fails to cross the singularity. It can be seen that the algorithm keeps choosing the right solution to the FK problem (that is, the one above the singularity locus), i.e. it keeps track of the end-effector pose, thus certifying the reliability of our algorithm: no false positive was detected.

V. CONCLUSION

In order to enlarge the reachable workspace of parallel robots and to improve their reconfigurability, several methods have been developed. Using dedicated motion generators and control algorithms to cross Type 2 singularities is an interesting solution to this problem, as it can be widely generalized to all robots. However, the robot is not aware of which assembly mode it is currently in, limiting its autonomy.
An algorithm that is able to solve this problem is proposed. As IA-based FK solvers cannot deal with singularity crossing, end-effector velocity tracking was introduced, allowing the algorithm to successfully detect assembly mode change. The reliability of the algorithm has been proven experimentally on a five-bar planar parallel robot. Its behaviour has been analyzed.

The experiments have notably shown that the output created by the algorithm is not useful when the crossing trajectory is too slow. This seems logical, as inertia is needed too in reality to achieve a successful crossing. Nonetheless, using the algorithm as it is remains possible in an industrial context, since robots are generally put to the limit of their acceleration capabilities.

Several perspectives for further investigation have been identified. An obvious improvement would be to implement this algorithm in real-time to detect assembly mode while a trajectory is playing on the robot. Reversing the inputs and outputs of the algorithm can help programming a robust motion generator that creates only trajectories which ensure a successful crossing of the Type 2 singularities. Both of these perspectives are under investigation.
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