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A B S T R A C T   

During highly automated driving, drivers no longer physically control the vehicle but they might need to monitor 
the driving scene. This is true for SAE level 2, where monitoring the external environment is required; it is also 
true for level 3, where drivers must react quickly and safely to a take-over request. Without such monitoring, 
even if only partial, drivers are considered out-of-the-loop (OOTL) and safety may be compromised. The OOTL 
phenomenon may be particularly important for long automated driving periods during which mind wandering 
can occur. This study scrutinized drivers’ visual behaviour for 18 min of highly automated driving. Intersections 
between gaze and 13 areas of interest (AOIs) were analysed, considering both static and dynamic indicators. An 
estimation of self-reported mind wandering based on gaze behaviour was performed using partial least squares 
(PLS) regression models. The outputs of the PLS regressions allowed defining visual strategies associated with 
good monitoring of the driving scene. This information may enable online estimation of the OOTL phenomenon 
based on a driver’s spontaneous visual behaviour.   

1. Introduction 

The deployment of highly automated vehicles on the roads is 
imminent; it could occur anywhere between 2020 and 2030 (Chan, 
2017). Among the expected benefits of autonomous vehicles (environ
mental, societal, etc), road safety is expected to improve (Fitch et al., 
2014). The number of crashes caused by human error could be reduced 
by 90 %, according to Stanton and Salmon (2009). However, to meet 
that target, drivers must be clearly aware of their role in the vehicle. 
That role partly depends on the level of automation. 

There are five levels of automation (SAE International, 2016), cor
responding to a different balance of tasks between the automation and 
the driver. At levels 0 and 1, the driver is in full or partial control of the 
vehicle commands. Automated driving starts at level 2, when longitu
dinal and lateral control of the vehicle is performed by the automation, 
but the driver must continuously monitor the driving scene and inter
vene when needed, even without a request from the system. At level 3 
(conditional automation), the driver may engage in secondary tasks, but 
must be able to regain vehicle control when required by the system. This 
implies that monitoring the driving scene is only required starting with 
the take-over request. At level 4 (high automation), under certain 

conditions, the automation is able to perform all driving functions and 
can handle critical situations without requesting a take-over, although 
driver override may be possible. In level 5 (full automation), the vehicle 
is autonomous in all conditions and the driver’s action is no longer 
required. 

In all cases, as soon as the operational part of the driving task is 
automated, drivers become supervisors of the automation system and of 
the driving scene. The level of expected supervision decreases as the 
level of automation increases. In manual driving, drivers must gather 
information from the driving scene and the vehicle (perceptual process), 
and must interpret that information (cognitive process) and act appro
priately (motor process). Their actions in turn generate information. By 
contrast, starting with level 2 automation, the perceptual-motor loop is 
neutralized, which has consequences for perception and cognition (Mole 
et al., 2019). At level 3, driver engagement in secondary tasks may 
intensify those consequences, with long periods of distraction from the 
driving scene. These consequences are referred to in the literature as the 
out-of-the-loop (OOTL) phenomenon. 

The OOTL phenomenon was first observed in the aviation field 
(Endsley and Kiris, 1995), where automated piloting has long existed. 
Parasuraman and Riley (1997) showed that human pilots may be poor 
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supervisors of the system. They may enter into a passive state when 
interacting with highly automated systems, causing a lack of situation 
awareness (Endsley, 1995). Recently, Merat et al. (2019) proposed an 
operational definition of OOTL in the context of automated driving. To 
be OOTL, drivers must lack physical control of the vehicle (motor pro
cess) and must not be monitoring the driving scene (perceptual or 
cognitive process). By contrast, when the driver is in manual control, 
they are considered to be in-the-loop. An intermediate state, namely 
on-the-loop (OTL), was introduced to designate cases where the driver 
correctly monitors the situation during autonomous driving. 

In cars, the OOTL phenomenon has mainly been investigated 
through comparisons of driver behaviour between automated and 
manual driving. As most of the information processed during driving is 
visual (Sivak, 1996), the analysis of gaze behaviour has received much 
interest. Compared to manual driving, simulated automated driving 
involves more horizontal dispersion of gaze (Mackenzie and Harris, 
2015; Louw and Merat, 2017) and a lower percentage of glances towards 
the road centre (Louw et al., 2015a; Mackenzie and Harris, 2015). 
Similarly, in curve driving, automated driving was shown to enhance 
long-term anticipation through look-ahead fixations, to the detriment of 
short-term anticipation used to guide the vehicle (Mars and Navarro, 
2012; Schnebelen et al., 2019). When a secondary task was performed 
by drivers, automated driving was associated with relatively frequent 
fixations on those tasks (Merat et al., 2012). 

When drivers are required to regain control of the vehicle, their 
behaviour after the take-over request is also considered to be an indi
cator of the OOTL phenomenon. Differences between automated and 
manual driving, as observed in critical scenarios, indicate that auto
mated driving leads to impaired visuomotor coordination during take- 
over (Mole et al., 2019). Navarro et al. (2016) showed that gaze distri
bution was widely dispersed, resulting in difficulties in steering around 
unexpected obstacles. Furthermore, drivers had longer reaction times to 
critical events, and vehicular control was impaired (Neubauer et al., 
2012; Gold et al., 2013; Saxby et al., 2013; Louw et al., 2015b; Zeeb 
et al., 2015, 2017; Eriksson and Stanton, 2017). Such changes in driver 
behaviour during take-over were attributed to drivers being OOTL 
during automated driving. 

In addition, the OOTL phenomenon seems to increase with a pro
longed period of automation. In the aviation field, Molloy and Para
suraman (1996) showed that monitoring performance decreased with 
time. In the automated driving context, some studies have indicated that 
prolonged periods of automated driving rendered drivers further OOTL 
(Körber et al., 2015; Feldhütter et al., 2017; Bourrelly et al., 2019). For 
example, Bourrelly et al. (2019) observed longer reaction times (+0.5 s) 
to a critical event after 1 h of automated driving, compared to reactions 
to the same event after 10 min. 

According to the definition of OOTL in automated driving (Merat 
et al., 2019), OOTL drivers do not correctly monitor the driving situa
tion. The OOTL state may be experimentally induced by modifying 
perceptions of the driving environment or through instructions given to 
the drivers (i.e. using a secondary task). Louw et al. (2015b, 2016, 2017) 
reduced the visual information available for drivers using simulated fog 
to examine whether the driver was further OOTL when the fog was 
dense. In that sense, the OOTL state mostly occurred through impair
ment of perception. In other studies (Carsten et al., 2012; Merat et al., 
2012), monitoring of the driving environment was altered by a sec
ondary task. In these cases, the degradation of both perceptual (eyes 
off-road) and cognitive processes (mind off-road) yielded the OOTL 
phenomenon. 

However, OOTL may also spontaneously and progressively occur 
without any modification of the driving environment or the presence of 
a secondary task. Due to lack of activity, drivers can experience mind 
wandering (MW), progressively disengaging from the supervision task 
even in the absence of an external source of distraction (Körber et al., 
2015; Feldhütter et al., 2017; Burdett et al., 2019). Gouraud et al. (2017) 
proposed a detailed review of the links between the OOTL phenomenon 

and MW. Both phenomena are characterized by a decoupling of the 
immediate task and leads to similar safety issues. The decoupling can be 
the result of a reduction in the perception of the environment relevant to 
the task (sensory attenuation), which can have a negative impact on the 
construction of an accurate situation model. Both MW and the OOTL 
phenomenon have been associated with a slower response or detection 
failure when a critical event occurs. Gouraud et al. (2017) conclude that 
MW markers could help study OOTL situations. MW can be assessed by 
various means, including physiological and behavioural indicators, 
although self-report measures remain widely used because of their 
robustness. Specific to the case of autonomous driving, MW may occur at 
level 2, when the driver is supposed to monitor the driving scene. It may 
also happen at level 3 if the driver chooses not to engage in secondary 
tasks. In both cases, MW can be more difficult to assess than visual 
distraction, since gaze is not diverted from the driving scene. 

The OOTL state was defined in previous studies in a relative way: 
either drivers are more OOTL when automation is on, compared to 
manual driving; or they are more OOTL during prolonged automation, 
compared to a shorter duration. In all cases, the OOTL phenomenon 
impacts driver safety during take-over, especially during long auto
mated drives. Hence, determining whether a driver is OOTL or OTL must 
be performed before any situation requiring a take-over. 

This study estimated the driver’s state based on the observation of 
spontaneous gaze behaviour. The participants experienced an 18-min 
drive of automated driving (similar to Feldhuetter et al. 2017), with 
the OOTL phenomenon occurring spontaneously. Quantitative assess
ment of the OOTL state was based on the self-reported time of MW. The 
drivers’ gaze behaviour was analysed by considering 13 areas of interest, 
using static and dynamic indicators. Static indicators refer to the per
centage of time the gaze is directed to one AOI and dynamic indicators 
refer to transitions from one AOI to another. An original method was 
used that involved multiple partial least squares (PLS) regression ana
lyses. The goals were 1) to identify and select the most important gaze 
indicators, and 2) to generate models for the relationship between gaze 
behaviour and MW score. The principle of this methodological choice 
was to identify the essential indicators from the overall spontaneous 
gaze behaviour, without relying on theoretical preconceptions. 

The research was guided by two research questions:  

1 Is it possible to identify gaze behaviour that is characteristic of OOTL 
drivers? (i.e. what constitutes inadequate monitoring of a driving 
situation?)  

2 Is it possible to estimate the driver’s OOTL state from the observation 
of spontaneous gaze strategies? 

Fig. 1. Driving simulator setup.  
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2. Materials and methods 

2.1. Participants 

The study involved 12 participants (N = 12; 3 female, 9 male), with a 
mean age of 21.4 years (SD = 5.34 y). To facilitate the recording of 
accurate gaze data, volunteers were required to have either normal 
vision or vision corrected with contact lenses. They all held a valid 
driver’s license, with average driving experience of 9950 km/year (SD =
5500). They signed written informed consent to participate. 

2.2. Experimental setup 

Fig. 1 presents the driving simulator setup. This fixed-base simulator 
consisted of an adjustable seat, a steering wheel with force feedback, a 
gear lever, clutch, accelerator and brake pedals. The driving scene was 
generated with SCANeR Studio (v1.6) and displayed on three large 
screens in front of the driver (field of view ~ = 120◦). A dashboard 
screen indicated the speed of the vehicle. An HMI screen was added to 
the right-hand side of the driver, approximately where a vehicle’s centre 
console is located. The description of the HMI can be found in the Pro
cedure section. 

Gaze data were recorded using a Smart Eye Pro (V5.9) eye-tracker 
with four cameras; two were below the central screen and one below 
each peripheral screen. The calibration was performed in two steps. 
First, a 3D model of the driver’s head was computed using an 11-point 
head calibration procedure with the head and gaze oriented toward 
the points. Then, the gaze was calibrated using 15 points: nine on the 
central screen, two on each peripheral screen, one on the dashboard and 
one on the HMI screen; with the head oriented to the central screen and 
gaze directed to the points. Gaze data were synchronized and recorded 
with vehicle data at 20 Hz by the driving simulator software. 

Most of the road was a 40-km two-lane dual carriageway, with a 
speed limit of 130 km/h in accordance with French regulations. Occa
sional changes in road geometry and speed limits were included to make 
the driving less monotonous. This included temporary 3-lane traffic 
flow, highway exits, slope variation and variation of the speed limit (130 
km/h to 110 km/h). In both directions on the highway, traffic was fluid, 
with eight overtaking situations. 

2.3. Procedure 

The participants first adjusted the seat position, and the gaze cali
bration procedure was performed. Then, they drove manually along a 
training track to become accustomed to the driving environment and the 
vehicle’s reactions. Once this training session was completed, in
structions for automated driving were given orally. 

Drivers were told that the automated function would only be avail
able for a portion of the road. The distance and time remaining in the 
autonomous mode were displayed on the left of the HMI. When acti
vated by pressing a button, the automation controlled the lateral posi
tion and speed of the vehicle appropriately, accounting for traffic, speed 
limits and other conditions, and overtaking other cars if necessary. 

Participants were instructed to take control of the vehicle when 
requested by the system. 

Two possible use cases were presented to the participants. In the first 
case, the vehicle was approaching the end of the automated road sec
tion. The drivers would receive mild auditory and visual warning signals 
and would have 45 s to regain control. The second use case was an 
unexpected event, such as the loss of sensors. In this case, an intense 
auditory alarm would sound and a new pictogram would be displayed, 
and drivers would have only 8 s to resume control. All the pictograms 
and sounds used by the HMI were presented to participants before they 
began a second training session. The pictograms are shown in Fig. 2. 

The second training session allowed participants to experience semi- 
automated driving (SAE level 1): cruise control with the driver in charge 
of the steering wheel; and level 3: conditional automation. At level 3, 
there were four transitions to manual control, two in each use case 
presented in the instructions. All take-overs were properly performed 
during the training session. 

The experiment itself then commenced. The study followed a within- 
participant design, with all participants driving under both automated 
and semi-automated conditions. These conditions were similar, but no 
critical case happened in the semi-automated condition. However, 
because this paper concerns the analysis and modelling of gaze behav
iour during automated driving, only the results obtained during the 
automated condition are presented here. 

In the automated driving condition, participants activated the 
automated driving mode just before entering a highway. Gaze data were 
recorded as soon as the vehicle was correctly inserted in the lane and had 
reached 130 km/h. No major driving events or take-over request 
occurred in the first 15 min on the road, to allow enough time for the 
driver to become OOTL. The driver did not perform any secondary task 
during that time. 

Between minutes 16 and 17, the two vehicles that would be involved 
in the critical case appeared in the driving scene. One overtook the 
participant’s vehicle on the left and positioned itself in the right lane, 
300 m ahead. The other vehicle remained in the left lane, slowly 
approaching the participant’s vehicle. During minute 18 of automated 
driving, participants experienced a critical take-over request occurring 
in response to unexpected braking from the lead vehicle. The warning 
signals were delivered as soon as the lead vehicle started to brake, with a 
time-to-collision of 8 s. At that moment, the lead vehicle was in the 
adjacent lane, in the blind spot of the participant. Changing lane would 
lead to a collision. To successfully handle the critical situation, drivers 
had to brake, remain in the right lane until the overtaking vehicle had 
passed, and then change lanes to avoid the lead vehicle. The scenario 
ended 30 s after the critical case. 

Participants were then asked to report on a continuous Likert scale 
the proportion of time they had spent thinking about something other 
than the driving task, throughout the trial. This simple method of MW 
self-assessment has been shown to be sensitive to driver disengagement 
during prolonged driving sessions (Mars et al., 2014). 

Fig. 2. Pictograms displayed on the HMI. A, autonomous driving available; B, autonomous driving activated; C, critical take-over request (8 s); D, planned take-over 
request (45 s). 
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2.4. Data structure and annotations 

2.4.1. Definition of the MW score Y 
In the absence of a secondary task, the evaluation of the percentage 

of time spent thinking about something other than the driving task was 
regarded as a self-assessment of the MW. The higher the percentage, the 
more the driver had estimated being OOTL. Percentages for all partici
pants were stored in a vector with 12 elements. After standardization of 
the data (conversion to a z score), the vector was denoted as Y and 
named MW score. 

2.4.2. Definition of the matrix of gaze behaviour X 
The driving scene was divided into 13 areas of interest (AOI), as 

shown in Fig. 3. These are described below.  

a) The central screen contained six AOIs:  
• central mirror (CM)  
• road centre (RC), defined as a circular area of 8◦ radius in front of the 

driver  
• four additional areas, defined relative to the road centre (Up, Left, 

Down, Right). 

The percentage road centre (PRC) is defined as the proportion of time 
spent in RC, as introduced by Victor (2005). A decrease in PRC was 
found to be a reliable indicator of distraction during driving; drivers 
reduced their PRC when visually or auditorily distracted (Victor et al., 
2005).  

b) Each peripheral screen contained two areas, with two items in each:  
• lateral mirror (LM, RM)  
• the remaining peripheral scene (LS, RS)  

c) The dashboard (D)  
d) The HMI (HMI)  
e) All data for gazes directed outside all the above areas were grouped 

as “other areas” (Others). 

The percentage of time spent gazing at each AOI was computed, as 
was a matrix of transitions between AOIs. Using Markov logic, the ma
trix of transitions between AOIs corresponded to the probability of 
shifting from one AOI to another. The probability that gaze remained in 
the same AOI was also computed. This constituted the diagonal of the 
transition matrix. Probabilities were estimated by the observations of 
the participants (see Gonçalves et al., 2019, for an application of Markov 
chains in case of a lane change manoeuvre). Before a given AOI was 
intersected for the first time, a prior probability was associated with it. A 
uniform law was used for prior probabilities. 

The 13 AOIs defined the entire world. Thus, the transition matrix was 
a 13*13 matrix. If rows contained the current AOI and columns the 

probabilities, the sum of each row was equal to 1. In all cases, next gaze 
intersection appears in one of the 13 areas of interest. 

In this study, the driver’s gaze behaviour for each participant was 
considered to be the combination of static and dynamic indicators of 
gaze behaviour. Static refers to percentage of time in one AOI; dynamic 
refers to the transition matrix. Thus, the gaze strategy of a participant 
was represented by a vector of 182 numerical indicators (= 13*13 
transitions + 13 percentage of time on each AOI). When considering all 
participants, the matrix of gaze strategies was named X, and its size was 
12 (participants) * 182 (visual indicators). 

Supplementary indicators that were sensitive to drivers’ drowsiness 
were also computed. These included percentage of eye closure (PER
CLOS; see Wierwille et al., 1994) and the blink-rate (Stern et al., 1994). 

2.4.3. Computation of training and validation datasets 
The objective was to predict the MW score as a function of gaze 

behaviour. Therefore, a training dataset (i.e., a gaze-behaviour matrix to 
create the model) and a validation dataset (a gaze-behaviour matrix to 
evaluate the model) were required. 

The gaze-behaviour matrix obtained during the last two minutes (16 
and 17) of automated driving was chosen as the validation dataset. The 
rationale was that because OOTL increases with automation duration, 
the final two minutes might reflect the visual consequences of the OOTL 
phenomenon most accurately. The validation dataset did not include the 
gaze data recorded once the take-over request was initiated. 

Nevertheless, the question of the speed of appearance of OOTL and 
the observation time required to model it was of interest. To answer this 
question, 15 training datasets (i.e. 15 gaze-behaviour matrixes), labelled 
Xt, were calculated. The difference between the sets was the integration 
time – that is, the duration of automated driving while the matrix of gaze 
behaviour was computed. The integration time varied from 1 min to 15 
min. The reference for the time window was the 15th minute of simu
lation (i.e. immediately before the validation dataset). Thus, X1 
considered gaze behaviour during one minute (the 15th minute), 
whereas X7 was computed from seven minutes of automated driving 
(between the 9th and 15th minutes). The rationale was to evaluate 
whether using a short time window was enough to capture the conse
quences of OOTL to create a satisfactory model, or whether aggregating 
more data by enlarging the time window would make the model more 
robust. 

In summary, 15 matrixes of gaze behaviours (labelled Xt for t be
tween 1 and 15 min) were calculated, and these constituted the training 
datasets for the model. Once the best model had been selected, we 
validated it by comparing the MW score to the model’s prediction based 
on the two final minutes of driving (16th and 17th minutes). 

2.4.4. Choice of model for prediction: PLS regression 
Regarding the data structuring described above, the aim was to 

Fig. 3. Division of the driving environment into 13 areas of interest.  
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predict Y (MW score) from Xt (gaze-behaviour matrix), given the 
following conditions:  

- Visual indicators (Xt) are correlated. The driving environment was 
divided into 13 AOIs, hence, the percentage of time spent on 12 AOIs 
enabled calculating the percentage of time spent on the 13th AOI. In 
mathematical terms, Xt might not be full rank.  

- The number of visual indicators (182) that could explain Y is higher 
than the number of observations made on the participants (12). 

Considering these constraints, the PLS regression model was 
selected. PLS regression yields the best estimation of Y available with a 
linear model given the matrix Xt (Abdi, 2010). All PLS regressions per
formed in this study used the PLS regression package (Wehrens and 
Mevik, 2007) from R (Team, R. C. and others, 2013). 

2.5. Data analysis 

Four sequential stages composed the analysis of the training datasets 
(Xt) (see Fig. 4): 

1 Step A entailed finding the optimal structure (i.e. the optimal num
ber of components) of the PLS regression model for predicting the 
MW score.  

2 Step B entailed selecting the visual indicators that significantly 
contributed to MW score prediction.  

3 In Step C, we considered the optimal parameters (components and 
visual indicators) of the prediction model, and evaluated the model’s 
accuracy using the mean square error of prediction (MSEP) for both 
the training and validation datasets.  

4 In Step D, we selected the model with the least validation error. 

The step-by-step procedure of the data analysis is presented in the 
appendix. Only the final results, which lead to model selection, are 
presented in the next section (Results). 

3. Results 

3.1. MW scores and drowsiness indicators 

Fig. 5 shows that the self-reported MW scores varied widely among 
participants. The median score was 43 %, but four participants (par
ticipants 9–12) estimated that they had spent more than 70 % of the time 
thinking about something other than the driving task. Those four par
ticipants failed in the critical case. Two other participants (3 and 4) also 
failed, with moderate MW scores of around 30 %. All other participants 
managed to avoid a collision. 

Fig. 4. Data analysis was performed in four sequential steps. First, the best parameters of the PLS regression models were identified. This entailed finding the optimal 
number of components and reducing the number of visual indicators (Steps A and B). Then, in this optimal configuration, the accuracy of the models was considered 
by computing the mean square error of prediction, for both training and validation datasets (Step C). In the last step (Step D), the model with the lowest validation 
error was selected and interpreted. 

Fig. 5. MW scores reported by the participants according to the outcome in the 
critical case. The colour of the marker indicates whether participants passed 
(green) or failed (red) the critical case. The dashed lines represent the average 
of the successful or failed groups. Participants are sorted according to their MW 
score, not their order of passing the experiment. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web 
version of this article). 
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Mean PERCLOS and blink-rate per participant showed no significant 
correlation with MW score (r = 0.25 and r = -0.49 respectively). The 
highest PERCLOS score was 4.73 %, obtained by participant 2. 
Furthermore, a paired t-test revealed no significant differences for either 
PERCLOS or blink-rate between the first and last five minutes of auto
mated driving (p = 0.28 and p = 0.11 respectively). 

3.2. Selection of best model for MW score prediction 

Results obtained for all different training datasets at the end of the 
PLS regression procedure (see appendixes for details) are presented in 
Table 1. 

Table 1 shows that the training error was small (<0.25) in all cases 
and it depended on the structure of the model (i.e. number of compo
nents). The models having the most components (time windows of 1, 5, 
7 and 8 min) predicted the learning dataset almost perfectly (MSEP <
0.001). However, MSEP for the validation dataset was comparatively 
high. As the time window increased, the validation error decreased, 
attaining the minimal value (0.419) for 10 min of data. Thereafter, 
adding more data by expanding the time window increased the MSEP. 
Thus, ultimately the best model for predicting MW score from the last 
two minutes of driving was obtained by aggregating the gaze data for the 
10 min that preceded those final minutes. 

3.3. Final prediction of MW score 

After identifying the best model, it remains to be determined what 
visual indicators were most important for predicting the MW score and 
how well the predicted scores were correlated to the actual scores. 

3.3.1. Visual indicators 
The best PLS model retained only 12 visual indicators to predict the 

MW score. The PLS regression coefficients and the correlation co
efficients between MW score and the 12 selected visual indicators are 
presented in Table 2. Fig. 6 illustrates the visual indicators retained by 
the model. 

The influence of a visual indicator on MW score is displayed in 
colour: red shows an increase in MW score, and green shows reduced 
MW score. Arrows represent transitions between AOIs. Filled areas, or 
name written in red (in the case of Others) means that percentage of time 
spent gazing in the AOI was selected by PLS regression. 

Of the 12 indicators, eight were dynamic (transitions between AOI) 
and four were static (percentage of time spent in the area). The signs of 
the coefficients (see Table 2) indicate that seven of them contributed to 
an increase of the MW score estimation. These are shown in red in Fig. 6, 
and can be summarized as follows: 1) taking the gaze off the central 
mirror to look away from the driving scene, 2) taking the gaze off the 
road centre area, to look down or away from the driving scene, and 3) 
spending too much time in the down area or on the dashboard. 

By contrast, five indicators contributed to a reduction in MW score 
estimation, shown in green in Fig. 6. These consisted of 1) redirecting 
the gaze to the road from any area outside the driving scene (Others), 2) 
regularly checking the surroundings by looking at the left view mirror or 
the left side screen. 

3.3.2. Prediction of MW score 
Fig. 7 presents the results of estimating the MW scores using the best 

model (time window =10 min; 12 visual indicators; 1 component) for 
the training dataset (A) and the validation dataset (B). 

As discussed in the previous section, the PLS model with the training 
data provided an accurate estimation of the MW score. The mean square 
error of prediction was low (MSEP = 0.21) and a significant positive 
correlation was noted between the predicted and real values (r = 0.88, p 
< 0.01). The prediction was not as accurate with the validation dataset 
(MSEP = 0.42), but a significant positive correlation was still obtained (r 
= 0.82, p < 0.05). The goodness-of-fit of this model was computed using 

Table 2 
Coefficients of the PLS regression and correlation coefficients between the MW 
score and the visual indicators (* p < 0.05; ** p < 0.01). The 12 first indicators 
correspond to those shown in Fig. 6, which were used for the final prediction of 
MW score. The last four static indicators were not selected by the PLS regression, 
but are reported for discussion.  

Impact on the 
prediction 

Visual indicators PLS regression 
coefficients 

Correlation 
coefficients 

Decreases the 
MW score 

Transition from the 
Central Mirror to the Left 
Screen 

− 0.098 − 0.65* 

Transition from Others 
to the Left Screen 

− 0.096 − 0.63* 

Transition from the 
Others to the Road 
Centre 

− 0.093 − 0.61* 

Transition from the Road 
Centre to the Left Mirror − 0.091 − 0.63* 

Percentage of time spent 
in the Left Mirror 

− 0.089 − 0.58* 

Increases the 
MW score 

Percentage of time spent 
in the Others Area 

0.087 0.58* 

Percentage of time spent 
in the Dashboard 0.094 0.62* 

Transition from the 
Central Mirror to the 
Others Area 

0.099 0.66* 

Transition from the Road 
Centre to the Others 
Area 

0.101 0.67* 

Transition from the Road 
Centre to the Down area 0.102 0.66* 

Multiple gazes in the 
Down area 0.108 0.71** 

Percentage of time spent 
in the Down area 

0.115 0.76** 

Non-selected 
static 
indicators 

Percentage of time spent 
in the Road Centre (PRC)  

− 0.16 

Percentage of time spent 
in the Central Mirror  − 0.14 

Percentage of time spent 
in the Right Mirror  − 0.09 

Percentage of time spent 
in the HMI  

0.47  

Table 1 
Optimal number of components, number of selected visual indicators and mean 
square error of prediction (for both training and validation datasets) as a func
tion of the time window. A minimum of validation error was found for gaze data 
computed over 10 min of automated driving (0.419).  

Time 
Window 
(min) 

Optimal 
number 
of 
components 
(step A) 

Number of 
selected 
visual 
indicators 
(step B) 

Mean square 
error of 
prediction with 
training dataset 
(step C) 

Mean square 
error of 
prediction with 
validation dataset 
(step C) 

1 3 56 <0.001 0.478 
2 1 26 0.200 0.625 
3 1 26 0.122 0.697 
4 1 16 0.054 0.915 
5 3 52 0.002 0.721 
6 1 19 0.233 0.542 
7 4 88 <0.001 0.563 
8 5 80 < 0.001 0.522 
9 1 11 0.224 0.443 
10 1 12 0.211 0.419 
11 1 8 0.130 0.446 
12 1 7 0.131 0.496 
13 1 57 0.248 0.533 
14 1 3 0.141 0.598 
15 1 3 0.147 0.595  
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R-squared values for training and validation, which were 0.76 and 0.67, 
respectively. The assessment of goodness-of-fit can also be performed 
using the model residuals. These results are provided in the Appendix. 

4. Discussion 

The OOTL phenomenon results from the combination of a driver not 
having physical control of their vehicle and incorrectly monitoring the 
driving situation (Merat et al., 2019). The alternative state, OTL, in
dicates a driver who satisfactorily monitors the driving environment 
during automated driving. Monitoring of the driving situation may be 
impaired when actively engaged in a secondary task. It can also take the 
form of MW, i.e. cognitive disengagement from the driving task due to 
lack of activity. This study specifically investigated the second form of 
the OOTL phenomenon. Whatever the condition under which the OOTL 
phenomenon occurs, the question of how to model and quantify what 
constitutes proper monitoring of the driving scene remains debatable. 
The study addressed this question by distinguishing OTL and OOTL 
drivers in a highway driving context. 

The method consisted of using multiple PLS regressions to identify 
characteristic elements of the gaze behaviour of OTL and OOTL drivers. 
The multi-step approach began with 182 indicators as an input matrix, 
accounting for both static elements (cumulative time spent in 13 AOIs) 
and dynamic elements (transitions between AOIs). These visual in
dicators were computed for different time windows to assess the evo
lution of the OOTL phenomenon over time. Once the optimal parameters 
of each model were calculated, the MW scores were predicted. Finally, a 
linear combination of the most important indicators enabled estimating 
the driver’s MW score accurately. 

4.1. What constitutes good monitoring of a driving situation? 

The results revealed that drivers with relatively low MW scores made 
many transitions from the road centre to the left rearview mirror. In 
total, they spent more time looking at the mirror. They also looked at the 
left screen, where they could monitor traffic, immediately after gath
ering information from the central mirror. After spending time looking 
at areas unrelated to driving (“Others”), they frequently returned their 
gaze to the road (road centre area) or to the left screen. By contrast, 
drivers with relatively high MW scores made many transitions from the 
road centre to areas irrelevant to driving, where they gazed for a 
considerable time. They also gazed often at the lower part of the front 
screen and the dashboard. 

These findings can be interpreted in terms of the adequacy of the 
driver’s gaze strategy to maintain sufficient situation awareness (Ends
ley, 1995) in autonomous mode. According to Merat et al. (2019), sit
uation awareness during automated driving involves three dimensions: 
perception, comprehension and projection. In the current study, OTL 
drivers remained dynamically aware of their surroundings by regularly 
checking the road ahead, the left lane and the left rearview mirror. 
Doing so helped them to anticipate future hazards and avoid difficulties 
when reacting in the final critical case. These gaze strategies allowed 
them to perceive, comprehend and project the future state of the driving 
situation appropriately. In other words, they had adequate situation 
awareness. 

By contrast, the OOTL drivers’ gaze was more strongly attracted by 
irrelevant information outside the simulator. Even when looking at the 
driving environment, the driver favoured gazing at the road immedi
ately in front (Down Area) and monitored their vehicle speed on the 
dashboard. Although OOTL drivers continued to correctly perceive the 
state of their vehicle and its position in the lane, they showed relatively 
few signs of visual anticipation by looking far ahead and they paid 

Fig. 7. Correlation plots between the (real) MW score and the predictions of the MW score by PLS regressions on the training dataset (A) and the validation dataset 
(B). All the values presented here are standardized. 

Fig. 6. Visual indicators relevant for MW score prediction.  
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relatively little attention to other vehicles on the road. 
Previous studies (Carsten et al., 2012; Louw et al., 2016) showed that 

manual drivers displayed a higher percentage of looking at the road 
centre (PRC) than drivers with automation. In these studies, secondary 
tasks were allowed or required by the experimental procedure. By 
contrast, in the current study, PRC did not emerge as a critical indicator 
(see Table 2). This was the case for most static indicators. This finding 
indicates that that a good monitoring of the situation is not so much a 
matter of spending considerable time looking at the road. It looks more 
important to regularly check relevant objects in the scene. Thus, 
considering the transitions between areas is more important than the 
amount of time spent on a particular area. For instance, moving the gaze 
away from the road centre might indicate a relatively high level of 
disengagement if the driver repeatedly looks at irrelevant areas. How
ever, it could also contribute to situation awareness if the gaze moves to 
the left rearview mirror. 

The multiple PLS regression method allowed us to identify markers 
of the OOTL phenomenon from a rich set of data on drivers’ gazes. This 
identification might have been achieved with simpler approaches, for 
example by examining the mean difference in visual indicators between 
two groups of participants, namely those having high or low MW scores. 
It might also have been possible to examine only the correlations be
tween MW score and individual indicators. In this case, however, an a- 
priori selection should have been made, given the number of possibil
ities (182 indicators, with 13 AOI). Furthermore, individual correlations 
would not account for relationships between indicators. The advantage 
of PLS regression analysis is that all visual indicators are considered 
together to optimize the prediction of MW scores. 

4.2. Is it possible to estimate drivers’ OOTL state from the observation of 
spontaneous gaze strategies? 

The results of the modelling work show that the best estimation of 
the MW score was obtained by considering 10 min of gaze data. The least 
prediction error occurred when the training dataset was used; however, 
performance was also good for the validation dataset (i.e. only two 
minutes of driving data, which were not used for the model 
determination). 

It can be concluded that the influence of the driver’s state on their 
gaze strategy was qualitatively similar during the last two minutes of 
automated driving as it had been during the previous 10 min. This point 
suggests that detecting the OOTL state could perhaps be performed using 
a shorter time window than 10 min. This is interesting from the 
perspective of defining an algorithm for real automated vehicles to 
monitor the driver’s state. However, further tests are necessary, notably 
with other participants and in other driving contexts. 

The results also suggest that the OOTL phenomenon took some time 
to appear and that it increased with the duration of automated driving 
(Körber et al., 2015; Feldhütter et al., 2017; Bourrelly et al., 2019). The 
prediction error decreased when more gaze data were considered, but 
the minimal value occurred for 10 min. Beyond this point, the error 
gradually increased. This finding can probably be explained by the fact 
that considering more than 10 min of gaze data meant aggregating data 
from the beginning of the scenario. During the initial minutes, drivers 
had not had enough time to become OOTL. In order to evaluate the 
actual evolution of MW over time, an online measurement would have 
been preferable. Probe techniques that interrupt the participant could 
hardly have been considered under our driving conditions, as they could 
have prevented the OOTL phenomenon from developing. Physiological 
indicators such as pupil diameter, skin conductance or cardiac mea
surements could be considered in the future, although their robustness 
remains to be demonstrated. 

The influence of the OOTL phenomenon has often been assessed in 
terms of its consequences in a take-over situation. Drivers who are OOTL 
usually react relatively late and inefficiently when a critical event oc
curs, especially after a long time spent in automation (Neubauer et al., 

2012; Gold et al., 2013; Saxby et al., 2013; Louw et al., 2015b; Zeeb 
et al., 2015, 2017; Eriksson and Stanton, 2017; Bourrelly et al., 2019). 
More direct assessment of the OOTL phenomenon may also be per
formed using post-trial questionnaires (see for instance Lu et al., 2017, 
for an interesting approach in evaluating situation awareness). In the 
present study, the drivers’ state was assessed by asking the participants 
to report their level of MW. The results showed that drivers with the 
highest level of MW all failed to take over adequately, which implies that 
they were indeed OOTL. Nevertheless, failure to correctly manage the 
critical situation also occurred for two participants, who reported only a 
moderate level of MW. This finding suggests that the quality of a 
take-over is not entirely determined by the degree of OOTL before the 
take-over request. The skills of the driver to quickly recover situation 
awareness and to handle the vehicle in the time allocated may also be 
essential aspects. 

A last point worth mentioning is that the MW scores were not 
correlated to PERCLOS and blink-rate indicators, which have been 
shown to be highly predictive of drowsiness (Jacobé de Naurois et al., 
2019). The two indicators remained lower than values typically asso
ciated with drowsy states during driving. (PERCLOS of >12.5 % was 
used to categorize drowsy drivers in Hanowski et al., 2008). Thus, we 
concluded that the MW score did not reflect driver fatigue in our ex
periments. This result might be different for an extended period of 
automated driving, during which participants might fall asleep (Vogel
pohl et al., 2019). This was observed by Bourrelly et al. (2018) in a 1-h 
test run of automated driving. It remains to be determined whether the 
multiple PLS approach we propose can discriminate between the two 
phenomena. The value of the PLS approach to realize an integrated 
diagnostic must also be determined. 

5. Conclusion 

We investigated whether drivers’ gaze behaviour could be used to 
detect the OOTL phenomenon during automated driving. The results 
indicate that the gaze dynamics appear to be a crucial point: being OTL 
required frequent gaze shifts to the road while also obtaining tactical 
information about the oncoming situation. 

It remains to be determined whether this conclusion can be gener
alized to other conditions under which the OOTL phenomenon may 
occur. It was induced in this study by a relatively monotonous driving 
task in the absence of external distraction. However, being out of the 
loop may also be due to the engagement of attention in a secondary task, 
an expected consequence of Level 3 automation. In this case, changes in 
driver behaviour will most likely be characterised by a massive redi
rection of attention to external displays. It would be interesting to assess 
whether dynamic indicators will be essential to improve the estimation 
of the driver’s state or whether static indicators, such as the time spent 
without looking at the road, are sufficient. The method used in this study 
could help to answer this question. 

To more accurately detect the OOTL phenomenon during automated 
driving, the analysis of gaze behaviour could perhaps be coupled with 
other approaches. For example, physiological measurements or the 
analysis of the driver’s posture could be incorporated in the diagnosis. 
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Appendix 1 Step-by-step procedure of PLS regression 

This appendix develops step-by-step the procedure to predict the MW score (Y) using PLS regressions. We used a training dataset (matrix of gaze 
behaviour computed over a given time window t, Xt) and a validation dataset (matrix of gaze behaviour computed over the two final minutes of 
automated driving, Xval). 

Steps A and B were performed with the training datasets and enabled computing the optimal parameters (number of components and relevant 
visual indicators) of the prediction models. With that configuration, the accuracy of the model was tested for both the training and validation datasets 
(Step C). 

Step A: Calculating the optimal number of components 

Principle 
PLS models are based on several orthogonal components, which constitute the underlying structure of the prediction model. With many com

ponents, the model will be complex and highly accurate but also very specific of the data. By contrast, few components will mean a simpler model 
structure. The model may lose accuracy but may be more generalizable to other datasets. Thus, an optimal compromise in the number of components 
can prevent data overfitting while maintaining high accuracy. 

Application 
This compromise was sought by testing several numbers of components (from one to 10 components). The optimal number of components would 

minimize the mean square error of prediction (MSEP), with a leave-one-out procedure. 

Step B: Reducing the number of visual indicators 

In the previous step, an optimal structure of the prediction model was found, considering all possible visual indicators (182) to predict the MW 
score. The aim of this next step was to increase the predictive power (i.e. the percentage of variance in Y that was explained) by selecting fewer 
indicators. 

Principle 
Because PLS regression is a linear statistical model, the relationship between the training dataset (Xt) and the dependent variable to estimate Ŷt, train 

was linear: 

Ŷt, train = Xt*Ct  

where Ct is the matrix of the regression coefficients. 
Coefficients can be interpreted as follows:  

• Coefficient signs indicate the direction in which a visual indicator (from Xt) influenced the estimation of the MW score (Ŷt, train). If positive, the MW 
score increased. By contrast, a negative coefficient meant that the MW score decreased. 

Fig. 8. Residuals from the PLS regression models for the training (left) or validation (right) datasets. All residuals are within the confidence interval [-1.96, 1.96] (red 
dotted lines). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article). 
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• A coefficient’s magnitude (absolute value) indicates the importance of each indicator relative. If the magnitude of a coefficient was close to zero, 
the contribution of this visual indicator to the prediction would be negligible. By contrast, a large magnitude indicated a crucial indicator in the 
prediction. 

Application 
To reduce the number of visual indicators of Xt, coefficient magnitudes were compared with an increasing threshold value, which ranged from 0.01 

to 0.2. A new PLS regression was computed for each partial matrix (i.e. a matrix comprising only the indicators whose coefficient magnitude exceeded 
the threshold value). The threshold was increased by steps of 0.005 until the percentage of variance in Y that was explained by the partial model no 
longer increased. 

At the end of this step, a partial matrix of gaze behaviour, which included only the selected visual indicators, was computed for the training and 
validation datasets. These partial matrixes are denoted Xp

t and Xp
val for the training and validation datasets, respectively. 

Step C: Computing the mean square error of prediction 

The previous steps found the most appropriate parameters for PLS regression models (number of components in Step A and relevant visual in
dicators in Step B) for predicting the MW score. A new model that considered those parameters was set up, with its coefficients denoted Cp

t . Then, the 
estimations from the training and validation datasets for a given time window t were calculated as follows: 
⎧
⎨

⎩

Ŷp
t, train = Xp

t * Cp
t

Ŷp
t, val = Xp

val* Cp
t 

From those estimations, the mean square error of prediction was: 
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

MSEPtrain
t =

(
Y − Ŷp

t, train

)2

MSEPval
t =

(
Y − Ŷp

t, val

)2  

where Cp
t are the coefficients of the PLS regression, computed from the partial matrixes with the optimal number of components for time window t; and 

the terms Xp
t and Xp

val refer to the partial matrixes of gaze behaviour for the training and validation datasets, respectively. 

Appendix 2 goodness-of-fit based on the model residuals 

Due to the standardization of the data, MW score may be interpreted as Z-scores. Consequently, the residuals are significantly different from 0 with 
a 95 % confidence level if their value is outside the range [-1.96, 1.96]. Fig. 8 shows that residuals for each different participant are within this range 
for both the validation and training datasets. This demonstrates that the model is well-fitted for all participants in all cases. 
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